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Abstract

A botnet attack is a major cybersecurity threat that
involves coordinated control of a network of infected
computers, enabling large-scale distributed denial of service
(DDoS) attacks, malware spreading, and other cybercrime
activities. Proactive security measures and advanced threat
intelligence systems are essential to detect and mitigate these
assaults. This paper proposes the Harris Hawks Optimization
(HHO) algorithm, which employs exploration and exploitation
techniques to find optimal solutions for analyzing botnet attack
pathways. The proposed approach involves HHO as a feature
selector for extracting features from anomalous network traffic.
The algorithm’s impact on botnet IP positioning performance
is analyzed, considering different optimization modes and
control center accuracy. The paper is organized into sections
covering attack path establishment and analysis, system testing
and verification, and a central leadership entity controls it
[1]. Botnets are created based on the use of malicious
software packages to infect important and sensitive devices in
the network, thus making servers, computers, and Internet of
Things devices vulnerable [2]. To detect these attacks and limit
their impact requires many proactive security measures such
as strong network security settings, regular software upgrades,
etc. [3]. HHO is a powerful method that has the potential to
solve many functional optimization problems and provides a
suitable environment for engineering applications, as it mimics
the exploration and exploitation phases during the foraging
process of Harris Hawks [4]. A model based on HHO algorithm
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is proposed in this paper that has the ability to track and analyze
bot attack paths by extracting a set of features during abnormal
network traffic. The results were analyzed and their impact on
the performance of robot networks was discussed, based on the
use of different

experimental results. After configuring the network topology
and determining the attack path based on HHO, the performance
of the algorithm and its effectiveness in preventing IP
addresses from being spoofed are verified. The results showed
convergence in being able to correct attack paths and effective
performance in repelling the interference of fake IP addresses.

Keywords:Botnet attack, Harris Hawks Optimization,
zombie virus

1 Introduction

Botnet attacks pose a major threat to cybersecurity because
they have the potential to allow criminals to launch large-scale
DDoS attacks, launch spam campaigns, and engage in various
forms of cybercrime. It is coordinated based on a network of
infected devices called “zombies” or “bots”, and

optimization modes, determining the IP position, and the
extent of the influence of the control center’s accuracy. The
rest of the paper is organized as follows: Section 2 provides
an overview of the HHO algorithm’s concept and formulation,
while Section 3 provides a discussion of the proposed materials
and methods. The experiments and results analysis are
presented in Section 4. Section 5 finally includes the conclusion.

2 Harris Hawks Optimization

This is an algorithm proposed in 2019 by Heidari et al and
is a descriptive heuristic [5]. It draws inspiration from the
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predation behavior of Harris hawks, specifically their hunting
technique of capturing prey, such as hares. In a variety of
optimization tasks and problem domains, HHO outperforms
other well-known methods [6].In this optimization algorithm,
the preysymbolizes the search for the optimal solution, and
the candidate solutions are represented by the Harris hawks.
Figure 1 illustrates the two primary stages of the algorithm,
the exploration phase, the algorithm focuses on discovering
new potential solutions by exploring unknown regions of the
search space. While, the exploitation phase aims to refine

and improve the solutions that have shown promising results
during the exploration phase. In order to arrive at an optimal
solution, convergence requires striking an equilibrium between
exploration and exploitation. Through this iterative process,
HHO gradually guides the search towards the global minimum
by emulating the predatory behavior of Harris hawks [7].

Figure 1: HHO Phases

2.1 Exploration Phase

Every Harris hawk in the population is considered a potential
fix. During each iteration, every possible solution’s fitness
value is assessed in relation to the intended prey. In this case,
exploitation refers to local research conducted within the area
identified through exploration stage. Harris hawks initially wait,
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observing and evaluating the search space know by the upper
bound (ub) and lower bound (Ib) of the problem domain. They
then engage in random searches for prey using two different
strategies. The position update during the iteration is influenced
by a probability parameter (q), determining the likelihood of
a particular movement. The mathematical expression for this
update process is utilized to guide the hawks in their exploration
and exploitation efforts [8].

) Xeana(t) =71 [Xrana (1) — 22X (1)
t+)= {(Xrabbm(t) — X (1)) — r3(LB + 1 (UB — LB))

LB and UB upper and lower bounds of variables; Xm
represents the average position of the current hawk population;
Xrand(t) represents a randomly selected hawk from the
population; Xrabbit (t) rabbit position; X(t) current position of
hawks; and rl, 12, r3, r4, and q are random numbers between
(0,1), which are updated in each iteration. Eq. 4 is used to get
the hawks’ average position:

N
X(1) ==Y Xi(1) )

2.2 Exploration to Exploitation Transition

In swarm optimization algorithms like the HHO, maintaining
a balance between exploration and exploitation is crucial for
effective problem-solving. The Harris hawk is renowned for its
flexible hunting tactics, since it can transition between various
forms of predation based on the energy levels of its victims. If
the prey is in a state of escape, its energy, which is symbolized
by the symbol E, will gradually diminish. The HHO included
the concept Escape energy to make the transition easy between
the exploitation and exploration stages. The escape energy
equation was relied upon in the algorithm to regulate this
conversion process [9].

E =2Ey(1—1) (3)

The symbol E stands for the prey’s escape energy, the symbol
T for the maximum number of repeats, and the symbol EO for
the prey’s initial energy condition [10].

2.3 Exploitation Phase

When Harris” hawks execute a surprise pounce, they target
prey that was identified during the preceding phase. Because
prey frequently flee from hazardous circumstances, numerous
pursuit techniques have developed. In the HHO, four potential
tactics are put forth to simulate the offensive stage [11-12].

* Soft Besiege Because of the energy it has, the prey in this
scenario can flee when |e| > 0.5 and r > 0.5. The Harris hawk
then relies on a soft siege strategy for the purpose of gradually
depleting the energy of the prey. The primary objective of this
strategy is to select the optimal position from

if g>0.5
ifg<0.5
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which to launch raids and dives, effectively capturing the
prey. The following equation controls the location update during
the soft siege strategy [13]:

X(+1) = AX () EXeari )~ X(0)] 4)
AX () = Xsappir (1) — X (1) 5)
X(+1) = AX ()~ EXeai ) - X)) 4)
AX (1) = Xrappir (1) — X (1) )

where AX(¢) is the variation between the rabbit’s position
vector and its current location in the iteration, and J = 2(1 —
rs) indicates the rabbit’s random leap strength throughout the
escape phase. During each repetition, the J value fluctuates at
random to mimic the characteristics of rabbit motions [?].

¢ Hard Besiege

The prey’s energy is greatly reduced when —E— | 0.5 and
r ¢ 0.5, at which point the Harris hawks execute a surprise
pounce attack. At this stage, the Harris hawks no longer engage
in extensive encircling maneuvers but instead make a sudden
represented by Z in this equation, while the Levy function is
represented by LF(d). A random vector of size 1 * D is called S.
Y denotes the position ascertained by the gentle siege approach.
The following formula is used to calculate the Levy function:

uxo
LF(x) = 0.01 x (lvll/ﬁ> ®)

Here, o is a calculated value,  is a constant with a
value of 1.5, and v, u are random numbers that range
from zero to one. The HHO method simulates the prey’s
escape behavior by adding a stochastic element to the location
updates through the use of the Levy function. This enables
the Harris Hawks to modify their positions in response.
This dynamic location update approach improves convergence
towards optimal solutions and the algorithm’s ability to catch
elusive prey [?].

¢ Hard besiege with progressive rapid dives

The prey still has a chance to escape when —E— | 0.5 and r
i 0.5, but its escape energy E is insufficient. The Harris hawk
uses a hard besiege tactic in this instance, which is typified by
increasingly quick dives. This approach involves initiating a
hard besiege prior to launching an attack, gradually decreasing
the distance between

and decisive attack [15]: The position is updated using the
following equation

X(t+1) = Xpappis (t) — E |AX (1) (6)

* Soft besiege with progressive rapid dives
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The HHO method models prey escape patterns and leapfrog
movements statistically by utilizing the levy flight (LF) idea. LF
imitates the irregular, sudden, and fast dives of hawks around the
fleeing prey, as well as the true zigzag misleading maneuvers
of rabbits during the escaping phase. The hawks circle the
rabbit quickly as a team, making multiple attempts to adjust
their position and trajectory. Real data from various competitive
scenarios in nature provide evidence for this mechanism [17].
Hawks use the following rule to choose their next step when
executing a gentle besiege:

Z=Y+S+LF(d) 7)

The Harris Hawks’ updated position vector is the hawk and the
prey[19]. The position update equation governing this phase is
as follows:

X(e41)= {Y  Xavbit 1 — E |TXavbir — Xomg| i F(Y) < F(X(1))

Z:Y+S-LF(D) if F(Z) < F(X(t))

ey

The Harris hawk executes a hard besiege with progressive

rapid dives, continuously adjusting its position towards the

prey to increase the chances of capturing it successfully. By

employing different attack mechanisms based on the prey’s

escape energy and the factor r, the HHO algorithm effectively
solves optimization problems [20-23].

3 Materials and Methods

3.1 Network Topology

Network topology refers to the arrangement and connectivity
of nodes in a network. Traditionally, network topology has been
created using either completely random or completely regular
methods of layout and connection paths. However, in order
to simulate real network environments, this research utilizes a
random graph generator. The topology design involves placing
v nodes within a square of size M x M and then randomly
connecting them with a certain probability to establish the
network topology. The probability of connecting two nodes, i
and j, is determined using a formula that takes into account their
Euclidean distance and a maximum possible distance between
nodes. By adjusting the control variables 17 and y within specific
intervals, the average number of nodes connected and the
average distance between node connections can be influenced.
Unlike previous network topologies used for IP traceability,
where the attacker and victim were positioned on the periphery,
this study randomly selects the locations of the two ends to
closely resemble real network scenarios. In the context of
this paper, the establishment of the attack path analysis model
involves generating a network topology between the attacking
node and the victim node by randomly placing nodes within
a square region and connecting them based on the probability
equation (10).

2)
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The selection of the attacking and victim nodes within the
topology is also randomized to reflect real-world scenarios.

3.2 Reconstruction and statistical characteristics of attack
path

The reconstruction of the attack path involves generating 30
sets of random topologies with different numbers of nodes.
Monte Carlo Simulation is employed to simulate hackers
performing one-to-one attacks on the victim, generating attack
paths. The path, nodes, and number of packets are recorded
as judgment criteria for backtracking the attack path. The
reconstruction component of the attack path utilizes the HHO
algorithm. Equation (11) serves as the state transition rule for
path exploration, while formulas (6) and (7) are used to update
the path. To effectively guide the Harris search along the correct
attack path, certain research parameters are set.

rij (0% (1)]P
Yy [rij (0)]* i ()] L

11
ij-mij(t) (an

Dij =
keneighbor(if)

3.3 Detection of fake IP

The detection of fake IP addresses involves identifying their
distinct behavior compared to normal IP addresses. To modify
the HHO algorithm to prevent counterfeiting IP, the following
steps are taken:

* Non-existent fake IP: Internet Control Message Protocol
(ICMP) command tracers are used to detect the attacker
and victim by sending requests to all nodes along the path.
Alternatively, network security and intrusion detection policies
are implemented using the Challenge Handshake Protocol
(CHAP) authentication process can be employed. If there
is no response or the authentication fails, it is determined
to be a fake IP [24]. < Existence of fake IP: The HHO
algorithm is used for path backtracking, and the ”Amount of
attack information” at each node is considered for determining
the presence of counterfeit IP. The detection of counterfeit IP
can be categorized into two main categories: a. Inconsistent
path: If there is no direct link between a node in the path
and the destination (predicted attacker), or if the connection
path leads to an unreachable node, it can be avoided depended
on HHO characteristics. b. Abnormal amount of node attack
information: This is primarily determined based on a sharp
drop in the number of attacks. While the attack volume is
set during the attack, in a real network environment, it is
challenging to determine an upper-bound threshold for attack
volume. Therefore, a fixed threshold should not be used to
judge abnormal attack volume. Instead, the ratio of node attack
amounts is examined. If the attack amount at a particular
Harries-passing node is lower than that of the previous path, a
penalty function is applied by multiplying the amount of node
attack by a threshold and adding it to the cost of the path node.
For example, if the threshold is set to 0.4 and the previous
path node has an attack volume of 1000, but the selected path
node has an attack volume of 350, it is considered lower than
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1000%x0.4 = 400. Therefore, if the algorithm determines that
this point is an attacker, it is classified as a fake IP or an
incorrect attacker. Otherwise, a penalty function is added to the
exploration at this point.

rij(t+1) = (1=p) - rij(0) + pj (12)
pAr if Ar>0
_JO if Ar<0
Hiy = if AttPackets; — AttPackets; otherwise
—pAr otherwise

Where p;; is the penalty function and AttPackets; is the
number of attack packets transmitted by node i. Its value
depends on the number of attack packets collected. This
adjustment in the algorithm helps in identifying nodes where the
attack activity significantly decreases, indicating a wrong path
or a fake node. The control threshold can be determined using
a cubic spline function, where the cubic-spline interpolation
formula predicts a reasonable value for AttPackets,,, and £2
standard deviations represent a 95% confidence interval. The
upper and lower confidence limits [A, @] can be calculated using
Equation (13):

[A, @] = AttPackets,, F 2CA¢packets

If the amount of attack information falls below the lower limit
, it can be determined that the attacker is a fake IP.

4 Testing and Verification of Proposed Approach

The simulation network topology was generated using a
random graph, where 717 and y are weight variables representing
two types of control topologies. The value of Y plays a crucial
role in controlling the average distance of the path. Increasing y
results in stronger connections between nodes, thereby reducing
the average distance. The concept of average distance is based
on network models. To ensure consistency with real network
environments and avoid excessively large path distances, a
parameter setting similar to other studies [10] fixes Y = 0.1.
Conversely, the average number of connections for every node
is determined by the value of 1. Higher values of 7 increase the
average connections, while too low values lead to insufficient
paths, potentially causing excessive bottlenecks and reducing
the number of feasible paths. Tables 1 to 3 provide insights
into the influence of these parameter settings on the network
topology. Figure 2 showcases a series of topology diagrams
generated by setting the number of nodes to 100 and configuring
Y=0.1 and n = 1.5. In this figure, point A represents the
randomly generated victim end, while point B represents the
attack end.

The attack path reconstruction part is mainly built by the
HHO algorithm. This algorithm performs a backtracking of
the attacker based on the generated topology and monitors the
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Table 1: Topology generates average data (number of nodes=30)

Topelogy  Max. No. of Min. No. of Average No. Maximum Average
setting connections connections  ofconnections  Distance(m) Distance
=05 630 000 12 46.64 6.12
=10 585 003 239 50.77 861
1=l3 175 0.15 347 59.94 81
=20 10.15 035 447 59.11 8N
=23 12,03 070 552 6198 10.01

Table 2: Topology generates average data (number of nodes = 100)

Topalogy ~ Max. No.of Min. No.of  Average No. Maximum Average
setting connections connections  ofconnections  Distance(m) Distance
=05 6.65 0.00 23 6188 Ly
=10 1133 033 510 04.17 3.60
1=l 13835 130 6.95 6839 361
n=20 18.05 175 9.15 7011 873
=S5 2105 270 1105 76.10 043

Tahle 3: Topology generates average data (number of nodes=200)

Topology Max. No. of Min. No. of Average No. Maximum Average
setting connections connections  of connections Distance(m) Distance
1=0.3 835 0.0 34 67.12 877
=10 1495 0.85 7.10 75.24 8.63
=15 19.95 225 1052 76.01 871
=20 2430 3.00 1382 76.88 8.81
=23 28.65 470 16.44 80.85 040
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Figure 2: Simulation topology (100 nodes)
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parameters. o and changes on the attack path convergence. The
Harris size of 30, a decay rate of 0.5, o set to 0.7, 3 set to 1.3,
and performs 27 generations of execution. The HHO algorithm
uses the number of transmissions of the assault packet as its
search criterion. Additionally, the inference criterion for finding
the victim is utilized to judge the selection of the attack path
regarding the statistical characteristics of the attack.

The judgment of counterfeit IP can be classified into two
categories: path inconsistency and abnormal node attack
information. Among them, if there is no direct path between
node in path and predicted attacker or node is unreachable, it
can be calculated by HHO calculation. The Hurries of the
law cannot reach and avoid being Fake IP spoofing; and the
abnormal amount of node attack information is part of this
study. It is verified by equation (12) and equation (13), and the
threshold is set as 0.5. For attack detection part of counterfeit
IP, this research is based on. There are 20 sets oftopologies
with different numbers of nodes to execute 5 times each, select
Set any node in the topology on the non-attack path as the
node of the fake IP Point to test whether HHO algorithm will
be counterfeited when searching for a path, the attacking end
interferes, and correct attacking end cannot be found. Figures
3 illustrate performance of HHO algorithm modes simulation
with node size of 100 points that which used in analysis with
execution is perform for 30 times, as seen the criterion of
execution performance is based on the probability of the average
number of attack packets on the path searched by the algorithm.
The performance is when increase number of executed that
increase probabilities fake IP. The different topology sizes are
used for analysis, Figure 3 and Figure 4 illustrate execution
algebra and average of topological size 100 and 200 nodes
respectively.  Searching the relationship graph of the error
rate, it can be observed that as the execution algebra increases
.Therefore, it can be observed from Figure 4 and Figure 5 that
regardless of the topology, it can converge to a search error
rate, and the topology is smaller Because of feasible solution
is less, which will increase the probability of resetting. The test
of counterfeit IP through this step shows that at the algorithm
initial stage of the execution, the algorithm not be able to find
correct attacker due to influence of the counterfeit IP. However,
as the execution algebra increases, the algorithm will still refer
to the correct attack path. Attack the number of packets, and
pull the search path back to the correct attack path. It is evident
that the HHO algorithm with adjustment of formulas (11) and
(12) is effective in preventing counterfeit IP It has a very high
implementation effect.

5 Conclusion

This paper analyzes the botnet attack path traceability model
based on the HHO. Aiming at the shortcomings of the HHO
algorithm that is not easy to escape after converging to the
best solution in the area. To analyze the attack path of
the botnet, and explore the computing resources required by
the botnet control center in reverse traceability, a completely
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random communication method is used. = The proposed
approach has proven effective in preventing fake IP interference
in the exploration and exploitation phases, and it has the
ability to adapt and respond to the dynamic nature of bot
attacks, strengthening cybersecurity measures against advanced
cyber threats, as proven by experimental results. The paper
also showed the importance of making modifications to the
algorithm based on a set of information about the attack package
to be able to identify nodes with significantly low activity, which
results in improving the accuracy of the attack path.
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