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A B S T R A C T   

This essay focuses on studying the nonlinear fractional integral equation. Various methods, including Akbari- 
Ganji’s Method (AGM), Homotopy Perturbation Method (HPM), and Vibrational Iteration Method (VIM), are 
utilized to obtain its solution. We introduce an innovative approach to obtain rough approximations for frac-
tional differential equations. These equations play a significant role in the field of fluid dynamics and find 
widespread application. In this article, we have used analytical methods to check the correctness of the answers. 
Maple mathematical software is used to solve all fractional equations. Ordinary equations and fractional dif-
ferential equations have connections to entropy, wavelets, and other related concepts. To demonstrate the 
method, a few examples are employed, chosen for their accuracy and simplicity of implementation. The solutions 
are explained using convergent series. According to the calculations performed with analytical methods on the 
fractional integral equations of the nonlinear oscillator, Due to the swing movements of the oscillator, as the 
swing movement’s increase, the velocity gradient becomes an upward trend.   

1. Introduction 

Nonlinear fractional integral equations have increasingly found 
application in a wide range of fields for modeling physical and engi-
neering processes over the years. As of late nonlinear fragmentary 
fundamental conditions have played an awfully critical part in different 
areas such as Physics and Modern Physics, Civil Engineering, Mechan-
ical Engineering chemistry, biology, mechanics, electricity, signal and 
image processing, and notably control theory, Automatic control, and 
nonlinear control, wavelets, etc. Kumar et al. [1] conducted a study that 
focused on exploring the existence and uniqueness of a common solution 
for two systems of nonlinear integral equations. Rashidinia et al. [2] 
introduced a highly efficient numerical method for approximating the 
solutions of two-dimensional nonlinear integral equations of the Vol-
terra and Fredholm type. They develop novel segmentation orders and 
product integration matrices utilizing two-variable shifted Jacobi 

polynomials. The fixed-point theorem and the measure of 
non-compactness are employed in this process. Mirzaee and their team 
[3] demonstrated how to solve challenging equations using a specific 
method called moving least squares and spectral collocation. Alipour 
and their colleagues [4] investigated a combined approach for solving 
complex equations that involve both fractions and derivatives. In this 
paper, they use a combination of parabolic and block-pulse functions to 
find a close enough solution to nonlinear equations involving both dif-
ferentiation and integration of fractional order. "The study conducted by 
Mirzaee and colleagues[5]" A recent study discussed the use of 
CubicB-spline approximation to estimate a type of equation called a 
linear stochastic integro-differential equation with fractional order. In 
recent years, semi-analytical methods have been employed to solve 
nonlinear fractional equations. These methods involve determining the 
terms of the series based on given boundary conditions and initial 
values. While some semi-analytical methods exhibit excellent 
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convergence with only a few terms of the series, certain problems may 
require a higher number of terms for accurate solutions. In most cases, 
increasing the number of terms in the series leads to improved conver-
gence towards the analytical solution. One such method that benefits 
from this is AGM. P. Pasha et al. [6] demonstrated the application of 
numerical techniques in studying micropolar fluid flow and heat transfer 
on permeable surfaces. Alipour and their team [7] conducted research 
on mathematical equations that involve squares and fractions in a 
two-dimensional context. They employed a method called operational 
matrix to effectively solve these equations. The objective of this paper is 
to introduce a novel approach in solving a specific type of mathematical 
problem by utilizing a special mathematical tool. This method can be 
used to find answers to complex equations involving two dimensions 
and fractional numbers. This process will be done using numbers and 
calculations. Jalili et al. [8] studied characteristic Ferrofluids over a 
shrinking sheet with effective thermal conductivity modeled. Samadyar 
and his colleagues [9] discovered a numerical scheme to solve a 
particular type of math problem known as a singular fractional partial 
integro-differential equation. The method employs orthonormal Ber-
noulli polynomials, a specific type of mathematical polynomial. Mirzaee 
and other researchers [10] have conducted research on solving a group 
of equations that describe HIV infection in CD4 cells using a specific 
mathematical technique. This study provides a comparison to a 
nonlinear framework of fragmented conventional differential condi-
tions. Farooq et al. [11] studied the transport of hybrid nanomaterials in 
the peristaltic activity of viscous liquids considering nonlinear radiation, 
entropy optimization and slip effects .The other method is very reliable 
VIM. To accomplish this [12], they developed a set of fractional-order 
orthogonal Bernstein polynomials (FOBPs). Additionally, they derive 
the operational matrices of integration, fractional-order integration, 
derivative in the Caputo sense. The primary goal of this project is to 
develop a numerical approach that uses radial basis functions (RBFs) to 
solve fractional stochastic integro-differential equations [13,14]. Bilal 
Ghori et al. [15] investigated the global aspects and bifurcation analysis 
of a fractional-order SEIR epidemic model with an infection rate. The 
analysis of the model reveals the presence of two equilibria: the 
disease-free equilibrium (DFE) and the endemic equilibrium (EE). 
Darezereshki et al. [16] conducted a study on the chemical process for 
synthesizing zinc oxide (ZnO) using nanorod and spherical morphol-
ogies. In summary, heat transfer describes the movement of heat energy 
caused by temperature differences and the subsequent distribution and 
fluctuations in temperature. When discussing transport phenomena, the 
exchange of power, momentum, and mass is considered, particularly in 
the context of convection, conduction, and radiation. Bagh et al. [17] 
proposed the concept of hybrid nanofluids. Furthermore, the signifi-
cance of gravitational modulation, heat source/sink, and Magnetohy-
drodynamic to the dynamics of micropolar fluids on inclined surfaces 
was investigated using finite element simulations. Naik et al. [18] 
examined the complex flow of a discrete-time regularly constrained SIR 
epidemic model. In their study, they both theoretically and numerically 
demonstrate the presence of various types of bifurcations within the 
model. Initially, they explore one- and two-parameter bifurcations by 
analyzing and calculating their critical normal form coefficients. This 
article [19] is about studying a disease called bovine babesiosis. The 
researchers use computer models and mathematics to understand how 
the disease. This study focuses on analyzing the flow behavior of a 
unique liquid known as nanofluid as it passes through two circular 
cylinders. The Koo-Kleinstreuer-Li (KKL) model is employed to gain 
insights into the behavior of the nanofluid under the influence of a 
magnetic field [20,21]. In this article, building upon the previous ad-
vancements mentioned, three practical equations have been addressed: 
heat transfer, electrical circuit, and oscillator. Each of these equations 
represents a fractional integral equation. To solve and visualize these 
equations, AGM (Arithmetic-Geometric Mean), VIM (Variational Itera-
tion Method), and HPM (Homotopy Perturbation Method) have been 
employed [22,23]. Shadi Bolouki Distant et al. [24,25] conducted a 

study that investigated the temperature and concentration of particles 
surrounding a vessel in three different regions. They utilized reaction 
and dispersion relationships, as well as the interaction between three 
chemical particles and the relationship between temperature changes 
and the rate of chemical reaction. After each example, the generated 
diagrams are examined, compared, and the results reveal the corre-
spondence between the diagrams of each example, which prove the 
correctness of the solution [26–42]. A fractional equation is an equation 
that contains fractions, with the unknown variable appearing in the 
denominator of one or more of its terms. To solve such equations, we can 
apply the Cross-Product property. This property states that if we have 
the equation AB=CD, then we can multiply A by D and B by C to obtain 
A⋅D = B⋅C. By utilizing this property, we can convert fractional equa-
tions into equations without fractions, making them easier to solve 
[43–46]. In this essay, the nonlinear fractional integral equation is 
studied. Akbari-Ganji’s Method (AGM), Homotopy Perturbation Method 
(HPM), and Vibrational Iteration Method (VIM) are applied to obtain its 
solution. Ordinary equations and fractional differential equations are 
related to entropy and wavelets, and so on. A few examples are 
employed to appear accurate and simple to implement and demonstrate 
the method. The solutions are clarified in convergent series. According 
to the calculations performed with analytical methods on the fractional 
integral equations of the nonlinear oscillator, it has been observed that 
with the increase of x, the velocity gradient decreases and the slope of 
the velocity changes also decreases. The innovation of this article is the 
analysis of fractional and integral equations using traditional numerical 
techniques in the three branches of vibrations, heat transfer and elec-
tricity. In this approach, the answers generated are contrasted in addi-
tion to showing how each fractional equation is used in the 
aforementioned branches. The purpose of writing this article is to pro-
vide a model for solving vibrational and thermal systems by utilizing 
fractional calculus, a powerful mathematical tool. Additionally, this 
study considers four analytical and numerical methods to solve the 
fractional equations of the aforementioned models. One of the advan-
tages of the proposed plan is its ability to solve very complex fractional 
and integral equations using analytical and mathematical methods. This 
capability is demonstrated through several examples of thermal and 
vibrational problems. Maple mathematical software is used to solve all 
fractional equations. Among the limitations of using the numerical 
method in this article is that numerical modeling calculations require 
more time compared to analytical model calculations. It is worth noting 
that analytical models have the advantage of near-instantaneous 
calculation speed. On the other hand, numerical models run slower, as 
their speed depends on the number of grid cells included in the model. 

2. Applications 

2.1. Spring-damper 

An oscillator can be described as a mechanical or electronic device 
that functions by oscillating or switching back and forth between two 
states based on changes in energy levels. Computers, clocks, radios, 
observation devices, and metal detectors are just a few examples of the 
many gadgets that make use of oscillators. A clock pendulum is a classic 
example of a mechanical oscillator. The spring mass damper system is 
like a superstar in the world of mechanical engineering. It’s often used as 
a classic example to teach budding engineers. Think of it as the unsung 
hero behind the suspension of a vehicle, making your ride smooth and 
enjoyable. This system is divided into three great elements: spring, 
damper and mass. Together they form a dynamical triad that can help us 
understand and analyze the behavior of various other dynamical sys-
tems. It’s like a dynamic detective revealing secrets and uncovering 
secrets. Figs. 1, 2, 6. 
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2.2. Electric circuit 

Electric current is transmitted through electrical circuits. An elec-
trical circuit comprises a source of energy, such as a battery or generator, 
which supplies power to the charged particles; devices that utilize the 
current, such as lamps, electric vehicles, or laptops; and the connecting 

wires or transmission lines that facilitate the flow of current. Ohm’s law 
and Kirchhoff’s rules are two of the key laws that depict the operation of 
electronic circuit mathematically. The proposed electric circuits have 
the following components: voltage (V), armature (L), accumulator (C), 
and resistance (R). An electric circuit acts as a pathway for the flow of 
electric current. As the current travels through the circuit, the electrical 
energy within it is transferred to various devices, which then convert it 
into different forms of energy capable of performing tasks. For instance, 
these devices can power up lights, appliances, and other useful gadgets. 

2.3. Heat transfer 

When observing a fire, we witness the process of combustion, which 
involves three forms of heat energy transfer. These forms are conduc-
tion, convection, and thermal radiation, all occurring simultaneously. 
Each of these forms has numerous applications in various industries as 
well as in our everyday lives. Conduction refers to the transfer of thermal 
energy through direct contact, while convection involves the movement 
of fluids that facilitates the transfer of thermal energy. The transfer of 
heat energy by thermal dispersion is known as radiation. Fig. 3 a great 
electric oven might be an exceptional instance of each of these three: 
Metal that becomes really heated emits light. As gasses are not partic-
ularly good at storing or transmitting energy, there is the evident con-
vection of air in the oven, which you can only detect briefly when the 
oven is opened. 

Big O Notation is a handy tool that allows us to explain how the 
running time of an algorithm grows as the input size increases. It’s like a 
language that helps us understand how efficient or performant an al-
gorithm is. By using Big O Notation, we can compare and evaluate al-
gorithms in terms of their efficiency. According to this diagram, with the 
increase in the number of elements (complexity of the equations), the 
running time has increased. 

3. Analytical methods 

Definition 3.1. Variational Iteration Method (VIM) 

The general oscillator differential equation, as referenced in Equa-
tion (5.1), is given by [22]: 

u″ + y(u, u′, u″) = 0 (1) 

Such that u′(0) = b andu(0) = a, where uis displacement. 
We modify Eq. (1) within the taking after shape [22]: 

Fig. 1. Vibration motion of mass-spring-damper with external force 
applied [16]. 

Fig 2. Shows an electrical circuit with its components [8].  

Fig. 3. This figure shows every three type of heat transfer [17]. (a). Time complexity chart Big O notation in maple software.  
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u″ + Ψ2u = Y(u)Y(u) = Ψ2u − y(u) (2) 

We assume that the accurate recurrence of the oscillator is, and we 
choose the trial function using the initial equation (such that for the 
initial state and, the trial function is (. The angular frequency is deter-
mined by the physical requirement that no secular term should appear 
in, resulting in [22]: 
∫ T

0
cosΨx

[
Ψ2u0 − y(u0)

]
dx = 0T=

2π
Ψ

(3) 

From that equation, one can effectively find. It should be emphasized 
that the more accurately the multiplier is identified, the faster the ap-
proximations converge to its correct solution. For this purpose, we 
determine the multiplier using Eq. in accordance with the vibrational 
impulse method (VIM). We can construct a modification functional, as 
described by [22]: 

un+1(x) = un(x) +
∫ x

0
λ
(
u″

n(τ)+Ψ2un(τ) − Ỹn
)
dτ (4)  

wherever λ may be a common Lagrange augmenter, which can be 
distinguished ideally through the variety hypothesis, the sub-
scriptndenotes thenthe-order access, which is supposed as an exclusive 
variation, i.e., δỸ = 0.The aforementioned adjustment functional sta-
tionary parameters under this circumstance can be expressed as follows. 
[22]: 

λ″(τ) + Ψ2λ(τ) = 0
λ(τ)|τ=x = 0
1 − λ′(τ)|τ=x = 0

(5) 

The Lagrange multiplier may therefore be easily determined by. 
[22]: 

λ =
1
Ψ

sinΨ(τ − x) (6) 

Which lead to following iteration formula [22]: 

un+1(x) = un(x) +
∫ x

0

1
Ψ

sinΨ(τ − x){u″
n(τ)+ yn}dτ (7) 

We usually stop at the first-order approximation, and the determined 
and accurate resolution remains valid for the entire solution space, as 
demonstrated in the upcoming illustrative examples. 

Quantification 3.2: Homotopy Perturbation Method (HPM) 
The Homotopy analysis technique (HPM) combines the Homotopy 

approach with the traditional perturbation methodology (He 1999). To 
illustrate the basic idea of HMP as a numerical technique, we consider 
the following nonlinear system equation. 

Y(x) − f (t) = 0, t ∈ Ψ (8) 

Such that boundary layer condition [22]: 

B(x, ∂x / ∂n) = 0, t ∈ Φ (9) 

Where B represents differentiation along the normal drawn outwards 
from,∅ is a boundary unit, Ψ a basic variance operator, f(t) is the 
boundary of the region, and ∂x/∂n is a recognized logical variableΨ. In 
principle, the operator Y can be broken down into two parts: a straight 
part N and a nonlinear element (L). Therefore, Eq. (8) can be expressed 
as follows [22]: 

N(x) + L(x) = f (t), (10) 

If there is no "minor parameter" in the nonlinear Eq. (8), we may 
build the appropriate homotopy [22]: 

H(ε, p) = L(ε) − L(x0) + pL(x0) + p(N(ε) − f (t)) = 0 (11) 

Where, 

ε(t, p) : Ψ × [0, 1]→R (12) 

Considering an embedded variable and an initial estimate that sat-
isfies the boundary condition in Eq. (11), we can express the result of 
Eq. (11) as a power series in P, up to a certain order [22]. 

ε = ε0 + pε1 + p2ε2 + ⋅⋅⋅ (13) 

Too the homotopy parameter P is utilized to grow the square of the 
obscure angular recurrence μ as follows: [22]: 

γ = μ2 − pα1 − p2α2 − ⋅⋅⋅ (14)  

or 

μ2 = γ + pα1 + p2α2 + ⋅⋅⋅ (15) 

Where γ are the ratio of x(t)in Eq. (8) and the correct hand direction 
of Eq. (14) replaced to it. As well as α(i = 1, 2, ...)are conventional pa-
rameters that is to be specified. 

The best approximation for a solution and regular frequency μis [22]: 

x = lim
p→1

ε = ε0 + ε1 + ε2 + ⋅⋅⋅ (16)  

μ2 = 1 + α1 + α2 + ⋅⋅⋅ (17) 

Until, Eq. (11) corresponds to Eqs. (8) and (16) becomes the 
approximate solution of Eq. (8). 

Definition 3.3. Akbari-Gangi’s Method (AGM) 

Depending on the physics of the problem, both boundary conditions 
and initial conditions are essential for analytical techniques of both 
linear and nonlinear difference equations. Consequently, we are able to 
solve any nonlinear system to any degree. Two different governing 
equations of engineering processes will be solved in this new way in 
order to comprehend the information provided in this work. The general 
approach to a numerical solution depends on the boundary conditions 
and continues as follows: 

Here are some considerations for the value of P, which is a variable of 
y, the nonlinear differential equation of x, and their derivative products 
[22]: 

pk : f
(
y, y′, y″, ..., y(n)

)
= 0, y = y(x). (18) 

Boundary conditions [22]: 
{

y(0) = y0, y′(0) = y1, y(n− 1)(0) = yn− 1
y(L) = yL, y′(L) = yL1 , y

(n− 1)(L) = yLn− 1 .
(19) 

To solve the first differential equation with respect to the boundary 
conditions in Eq. (19), the series of letters in the order with constant 
coefficients, which represents the solution to the first differential 
equation, is considered as follows [22]: 

y(x) =
∑n

i=0
aixi = a0 + a1x+ a2x2 + ⋅⋅⋅ + anxn. (20) 

The greater the number of options for the series sequence from Eq. 
(18), the more accurate the result for Eq (20). Typically, using about five 
or six terms from the sequence is sufficient for resolving nonlinear dif-
ferential problems in practical issues (n). In the solution of the fractional 
derivative (20) related to the line from grade, there are (n + 1) unde-
termined parameters that require the specification of formulas. A group 
of one-sided problems (n + 1) is solved using the boundary conditions of 
Eq. (19). 

The following functions are subjected to the boundary conditions: 
The following applies the boundary conditions for the solution of 

difference Eq. (20): 
If x = 0: 
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⎧
⎪⎪⎨

⎪⎪⎩

y(0) = a0 = y0
y′(0) = a1 = y1
y″(0) = a2 = y2
⋮⋮⋮

(21)  

and when x = L: 
⎧
⎪⎪⎨

⎪⎪⎩

y(L) = a0 + a1L + a2L2 + ⋯ + anLn = yL0
y′(L) = a1 + a2L + 3a3L2 + ⋯ + nanLn− 2 = yL1
y″(L) = 2a2 + 6a3L + 12a4L3 + ⋯ + n(n − 1)anLn− 2 = yLm− 1
⋮⋮⋮⋮⋮⋮

(22)    

• After substituting Eq. (22) into Eq. (18), the application of the 
boundary conditions on differential Eq. (18) is done according to the 
following procedure [22]: 

p0 = f
(
y(0), y′(0), y″(0), ..., y(m)(0)

)

p1 = f
(
y(L), y′(L), y″(L), ..., y(m)(L)

)

⋮⋮⋮⋮
(23)   

In order to create a set of equations (n + 1) comprising equations and 
unknown factors (n + 1), and to select the n phrases from Eq. (20), we 
need to handle several additional unknowns that have the same values 
as Eq (20). 

Because of the presence of additional unknowns in the collection of 
differential equations mentioned above, we need to derive values from 
Eq. (18) in order to solve for them using the boundary conditions 
specified in Eq. (19). This approach will effectively solve the problem 
[22] 
⎧
⎨

⎩

p′
k = f

(
y′, y″, y″′, ..., y(m+1))

p″
k = f

(
y″, y″′, y(IV), ..., y(m+2))

⋮⋮⋮⋮
(24)    

• The application of boundary conditions on the derivatives of the 
differential equations in Eq. (24) is carried out in accordance with 
the form described in [22]. 

p′
k :

{
f
(
y′(0), y″(0), y″′(0), ..., y(m+1)(0)

)

f
(
y′(L), y″(L), y″′(L), ..., y(m+1)(L)

) (25)  

p″
k :

{
f
(
y″(0), y″′(0), y(IV)(0), ..., y(m+2)(0)

)

f
(
y″(L), y″′(L), y(IV)(L), ..., y(m+2)(L)

) (26)   

Equations can be derived from Eq. (21) to (26) in order to compute 
the unknown coefficients of Eq. (20), as an example. By determining the 
coefficients of Eq. (20), we can obtain the solution to the nonlinear 
differential Eq. (18). 

Definition 3.4. Integral equations 

First, for the definition of the Integral equation, we have [22]: 

y(x) = g(x) +
∫ β(x)

α(x)
f (t)y(t)dt (27) 

Give that y(t) is inside the integral and is unknown, so it is an integral 
equation.  

I Ifαandβare functions ofx, then we called this equation Voltrra 
equation.  

II Ifαandβare constant functions, then we called this equation 
Fredholm equation.  

III Ifg(x)in (27) is zero, we called Integral equation of first kind. 

That k(x, t)called the kernel integral, and f(x) is defined as follows: 

f (x) =
∫ x

0
k(x, t)g(t)dt (28) 

Definition 3.5. Fractional Differential Equation 

Fractional differential equations (FDEs) involve fractional de-
rivatives of the form (d/dx) for which x is not always an integer. FDEs 
are generalizations of ordinary differential equations to include random 
(noninteger) orders. According to Wheatcraft and Meerschaert (2008), 
when the control volume is too small compared to the scale of hetero-
geneity, and the flux within the control volume is non-linear, a fractional 
conservation of mass equation is required to model fluid flow. Fractional 
calculus is an excellent tool for describing physical memory and he-
redity. Many fields have utilized fractional-order calculus, including 
fluid dynamics, oscillation analysis, stochastic diffusion theory, wave 
propagation, biological materials, control systems, and robotics. 

Caputo’s definition of the fractional-order derivative is defined as 
[22]: 

Dαy(t) =
1

Γ(n − α)

∫ t

x

y(n)τ
(t − τ)α+1− n dτ, (n − 1<Re(α) ≤ n, n ∈ N) (29) 

The starting value of the function is y, where the parameter repre-
sents the order of the derivative, and X is allowed to be real or even 
complex. 

Only accurate and reliable information will be selected for this 
research. 

We have these for Caputo’s derivative: 

DαC= 0(Cisaconstant) (30)  

Dαtβ =

⎧
⎪⎨

⎪⎩

0(β ≤ α − 1)

Γ(β + 1)
Γ(β − α + 1)

tβ− α(β > α − 1)
(31)  

4. Results and discussion 

Example 1. Consider the following nonlinear oscillator fractional in-
tegral equation with given boundary conditions: 

u′(x) +
d1/2u(x)

dx1/2 + ln(2) − cos(x) −
∫ π

0
u(t)dt= 0 (1.1)  

And according (II) this is a Fredholm integral equation of the second 
kind of inhomogeneous. 

Since the equation is of first order, we only have one boundary 
condition: 

u(0) = 0 (1.2) 

We solve Eq. (1.1) with boundary condition Eq. (1.2) using VIM and 
HPM methods, and compare the solutions according to Fig. 4.  

• VIM method 

u′(x) +
d1/2u(x)

dx1/2 + ln(2) − cos(x) −
∫ π

0
u(t)dt= 0 (1.3)   

According to definition Eq. (29), the fractional equation is rewritten 
as follows: 

u′(x) +
∫ x

0

du(τ)/dτ
̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√ dτ + ln(2) − cos(x) −
∫ π

0
u(t)dt= 0 (1.4) 

Using the definition of this method in Section (1) and the boundary 
condition Eq. (1.2), first separate the linear part of it to get u0. So we 
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have: 

d
dx

u0(x) = 0 ̅̅̅̅̅→
u(0)=0

u0(x) = 0 (1.5) 

Since the equation is the first degree, so n = 1 
To get theλvalue we have: 

L{u′} = − 1→sL{u} − u(0) = − 1

̅̅̅̅̅→
u(0)=0

sL{u} = − 1→L{u} =
− 1
s

⇒λ = limu
t→τ− t

= − 1

(1.6) 

So for equation u1(x) we have: 

u1(x) = u0(x)+
∫ x

0
λ
(

u′
0(x) +

∫ x

0

du0(τ)/dτ
̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√ dτ + ln(2) − cos(x) −
∫ π

0
u0(t)dt

)

dτ
(1.7) 

By placing Eq. (1.4) from the previous step, we reach the Eq. (1.7): 

u1(x) = − xln(2) + sin(x) (1.8) 

That the Fig. (4) Is as follows: 

uVIM(x) = − xln(2) + sin(x) (1.9) 

This article (Fig. 4) explores a type of nonlinear oscillator known as a 
classical nonlinear oscillator. The study demonstrates that this oscillator 
is considered a hyper integrated system, meaning that it exhibits finite 
motions in the form of quasi-periodic oscillations. On the other hand, 
unbounded or dispersive motions are described using hyperbolic func-
tions. According to the figure above and the swing movements of the 
oscillator, with the increase of the swing movements, the velocity 
gradient becomes an upward trend.  

• HPM method 

Suppose on base (II) we have the following nonlinear fractional 
Fredholm integral equation: 

u′(x) +
d1/2u(x)

dx1/2 + ln(2) − cos(x) −
∫ π

0
u(t)dt= 0 (1.10) 

By using Eq. (29), the fractional form of the equation is as follows: 

u′(x) +
∫ x

0

du(τ)/dτ
̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√ dτ + ln(2) − cos(x) −
∫ π

0
u(t)dt= 0 (1.11) 

By selecting three terms from the HPM terms on base Eq. (13), the 
nonlinear method can provide highly accurate answers. 

u(x) =
∑2

i=0
pi.ui(x)→u(x) = u0(x) + pu1(x) + p2u2(x) (1.12) 

Also for u(t) and u(τ) we have in Eqs. (1.13) and (1.14): 

u(t) =
∑2

i=0
pi.ui(t)→u(t) = u0(t) + pu1(t) + p2u2(t) (1.13)  

u(τ) =
∑2

i=0
pi.ui(τ)→u(τ) = u0(τ) + pu1(τ) + p2u2(τ) (1.14) 

Now with the modified HPM, we have: 

MHPM = (1 − p)u′(x)+

p
(

u′(x) +
d1/2u(x)

dx1/2 + ln(2) − cos(x) −
∫ π

0
u(t)dt

) (1.15) 

By placing Eqs. (1.12), (1.13) and (1.14) into Eq. (1.15), we have: 

MHPM = (1 − p)
(
u′

0(x)+ pu′
1(x)+ p2u′

2(x)
)
+

p

⎛

⎜
⎜
⎜
⎝

u′
0(x) + pu′

1(x) + p2u′
2(x) +

∫ x

0

u′
0(τ) + pu′

1(τ) + p2u′
2(τ)

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√ dτ

+ln(2) − cos(x) −
∫ π

0

(
u0(t) + pu1(t) + p2u2(t)

)
dt

⎞

⎟
⎟
⎟
⎠

(1.16) 

The first term of the HPM method is as follows: 

S0 =
d
dx

u0(x) = 0 (1.17) 

By solving equation Eq. (1.17) and the boundary condition, we 
obtain Eq. (1.18): 

u0(x) = 0 (1.18) 

By changing the variable of Eq. (1.18) fromxtoτandt, we will have 
placement in Eq. (1.11): 

S1 = u′
1(x) + ln(2) − cos(x) +

∫ x

0

du0(τ)/dτ
̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√ dτ −
∫ π

0
u0(t)dt = 0

⇒S1 =
d
dx

u1(x) + ln(2) − cos(x) = 0

(1.19) 

By solving Eq. (1.19) and boundary conditionu1(0) = 0, we get the 
Eq. (1.20): 

u1(x) = sin(x) − ln(2)x (1.20)  

uHPM = sin(x) − ln(2)x (1.21) 

And finally, the Fig. (5) is as follows: 
We now compare the Figs. (4 and 5) obtained from these two 

methods: 
Based on the comparison, the results obtained from both methods 

converge towards each other, and no error coefficient is observed. 
Additionally, this comparison chart illustrates that as the x value of the 
oscillator increases (indicating a greater distance from the center), the 
velocity gradient also increases. Moreover, the slope of the velocity 
changes also increases. 

Example 2. Suppose the following nonlinear fractional integral 
equation with given boundary conditions. This equation applies to 
electronic systems [Refer to (5.2)], where y(x) represents current in-
tensities and is considered unknown. 

Fig. 4. The result of the VIM, for Eq. (1.9) according to x.  
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y′(x) + y2(x) + x +
d1/2y(x)

dx1/2 +

∫ x

0
(x − τ)y(τ)dτ = 0 (2.1)  

And on base (I) this is a Volterra integral equation. 

Since the equation is first-order, there is essentially one boundary 
condition that we have. 

y(0) = 0 (2.2) 

Now, using VIM, AGM, and HPM methods (refer to Fig. 10), we solve 
Eq. (2.1) and ultimately compare the solution methods. 

Since the equation is the first order, so there is just one boundary 
condition that we have:  

• VIM method 

d
dx

y(x) + y2(x) + x +
d1/2y(x)

dx1/2 +

∫ x

0
(x − τ)y(τ)dτ= 0 (2.3)   

By applying the definition of fractional equations in Eq. (29), we can 
express Eq. (2.3) as an integral equation: 

d
dx

y(x) + y2(x) + x +
∫ x

0

(
d
dx

y(x)
/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
)

dτ

+

∫ x

0
(x − τ)y(τ)dτ= 0

(2.4) 

In accordance with the method’s definitions in part (1) and Eq. (33), 
let’s begin by isolating the linear component. This will allow us to 
obtain. Consequently, we have: 

s0 =
d
dx

y0(x) + x ̅̅̅̅̅ →
y0(0)=0

y0(x) = −
1
2

x2 (2.5) 

This equation is the first degree so n = 1. To get theλvalue: 

L{y′} = − 1→sL{y} − y(0) = − 1

̅̅̅̅→
y(0)=0

sL{y} = − 1→L{y} =
− 1
s

⇒λ = limy
t→τ− t

= − 1

(2.6) 

First we get the answer of the following integral 
∫ x

0
(x − τ)y0(τ)dτ = −

1
24

x4 (2.7) 

Now for equationy1(x)we have: 

y1(x) = y0(x)+
∫ x

0
λ
(

y′
0(δ) + y0

2(δ) + x +
d1/2y0(δ)

dδ1/2 −
1
24

x4
)

dδ
(2.8) 

By replacing Eqs. (2.5), (2.6) and (2.7) in Eq. (2.8), we get the Eq. 
(2.9): 

y1(x) = −
1
2
x2 −

1
120

5x5 ̅̅̅
π

√
− 64x5/2
̅̅̅
π

√ (2.9) 

That the Fig. (7) is as follows: 

Fig 5. The result of the HPM according to x.  

Fig 6. The comparison of the results of the VIM and the HPM methods ac-
cording to x. 

Fig. 7. The result of the VIM method according to x.  
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In the realm of mathematics, integral equations refer to equations 
where an unknown function is present within an integral sign. Electronic 
systems are specifically designed to handle electrical signals. They have 
input sensing units that can convert non-electrical input signals, such as 
pressure on a mat, into an electrical form. For example, a switch unit 
could be utilized to convert the pressure signal into an electrical signal 
within the electronic system. Based on Fig. 7, which is embedded within 
an electronic system, it is evident that the voltage indicated by the 
symbol x increases as the intensity of the electric current increases. The 
intensity of the current directly correlates with the voltage. These results 
are also evident for Figs. 8 and 9 and their difference with this figure is in 
the method of finding the answer.  

• AGM method 

This method was first discovered by Akbari-Ganji and has been used 
in several articles. 

g(x) =
d
dx

y(x) + y2(x) + x +
d1/2y(x)

dx1/2 +

∫ x

0
(x − τ)y(τ)dτ= 0 (2.10) 

By solving the fractional equation we will have: 

d
dx

y(x) + y2(x) + x +
∫ x

0

(
d
dx

y(x)
/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
)dτ

+

∫ x

0
(x − τ)y(τ)dτ = 0

(2.11) 

Consider the polynomials y(x)andy(τ): 

y(x) = a4x4 + a3x3 + a2x2 + ax + a0 (2.12)  

y(τ) = a4τ4 + a3τ3 + a2τ2 + aτ + a0 (2.13) 

By placing Eqs. (2.12) and (2.13) in the equation, we have: 

g(x) = y′(x)+

y2(x) + x +
d1/2y(x)

dx1/2 +

∫ x

0
(x − τ)y(τ)dτ = 0

(2.14) 

And finally we have: 

g(x) = 4x3a4 + 3x2a3 + 2xa2 + a1 +
(
a4x4 + a3x3 + a2x2 + ax + a0

)2  

+x +
2

105
(
192x3a4 + 168x2a3 + 140xa2 + 105a1

) ̅̅̅
x

√ )/ ̅̅̅
π

√ )
−

1
6
b4x6  

+
1
5
(xb4 − b3)x5 +

1
4
(xb3 − b2)x4 +

1
3
(xb2 − b1)x3  

+
1
2
(xb1 − b0)x2 + x2b0 = 0 (2.15) 

Now we try to minimize the remainder of the main function by using 
the unapply command in Maple software: 

y = unapply(y(x), x)→y = a4x4 + a3x3 + a2x2 + ax + a0 (2.16)  

y = unapply(y(τ), τ)→y = a4τ4 + a3τ3 + a2τ2 + aτ + a0 (2.17)  

g = unapply(g(x), x)→g = 4x3a4 + 3x2a3 + 2xa2  

+a1 +
(
a4x4 + a3x3 + a2x2 + ax + a0

)2
+ x+

2
105

(
192x3a4 + 168x2a3 + 140xa2 + 105a1

) ̅̅̅
x

√ )/ ̅̅̅
π

√ )
−

1
6

b4x6

+
1
5
(xb4 − b3)x5 +

1
4
(xb3 − b2)x4 +

1
3
(xb2 − b1)x3

+
1
2
(xb1 − b0)x2 + x2b0 = 0

(2.18) 

By applying the boundary conditions, we obtain fixed values of a0 to 
a1 and b0to b1: 

eq1= y(0) = 0,eq2= g(1) = 0 (2.19)  

eq1 = a0 = 0

eq2 = 4a4+3a3+2aa2 + a1 + (a4 + a3 + a2 + a1 + a0)
2
+1

+
2

105
(192a4+168a3+140a2+105a1)

/
̅̅̅
π

√
+

1
30

b4 +
1

20
b3 +

1
12

b2 +
1
6

b1 +
1
2
b0= 0

(2.20) 

Since the number of equations must be equal to the number of un-
knowns, we apply another boundary condition as follows. We then 
continue the same process for each value from to, and finally, we can use 
the ’fsolve’ command. 

Fig 8. The result of the AGM method according to x.  

Fig 9. The result of the HPM method according to x.  
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S = fsolve({eq1, eq2, eq3, eq4, eq5, eq6, eq7, eq8, eq9, eq10},
{a0, a1, a2, a3, a4, b0, b1, b2, b3, b4})

(2.21) 

Then, 

S= {a0= 0,a1 = − 0.007464399133,a2 = − 0.3916025372,
a3= 0.2323908673,a4 = − 0.04850595090,
b0 = − 0.5023636067,b1 = − 3.157775647,
b2= 4.473272764,b3 = − 1.649778690,b4= 0.1957667204}

(2.22) 

According to the definition of y(x) in Eq. (2.12) and putting the 
above constants iny(x), we get the following answer (in according to 
Fig. 8): 

y(x) = − 0.04850595090x4 + 0.2323908673x3

− 0.3916025372x2 − 0.007464399133x (2.23)    

• HPM method 

): Suppose we have the following nonlinear fractional Volterra in-
tegral equation, as defined by equation (I): 

d
dx

y(x) + y2(x) + x +
d1/2y(x)

dx1/2 +

∫ x

0
(x − τ)y(τ)dτ = 0 (2.24) 

The fractional form of the equation, obtained by using Eq. (29), is as 
follows: 

d
dx

y(x) + y2(x) + x +
∫ x

0

(
d
dx

y(x)
/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
)

dτ

+

∫ x

0
(x − τ)y(τ)dτ = 0

(2.25) 

Now, with the modified HPM, we arrive at the general form below: 

d
dx

y(x) + x =

p
(

d
dx

y(x) −
d
dx

y(x) − y2(x) −
d1/2y(x)

dx1/2 −

∫ x

0
(x − τ)y(τ)dτ

) (2.26) 

According to the fractional definition we have: 

d
dx

y(x) + x =

p
(

− y2(x) −
∫ x

0

(
d
dx

y(x)
/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
)dτ−

∫ x

0
(x − τ)y(τ)dτ

)

= 0
(2.27) 

By selecting two terms from HPM terms, the answers of the nonlinear 
method can be obtained with high accuracy: 

y(x) =
∑1

i=0
piyi(x)→y(x) = y0(x) + py1(x) (2.28) 

Also for y(τ) we have: 

y(τ) =
∑1

i=0
piyi(τ)→y(τ) = y0(τ) + py1(τ) (2.29) 

By replacing Eqs. (2.28) and (2.29) in Eq. (2.27), we have: 

d
dx

y0(x) + p
(

d
dx

y1(x)
)

+ x =

p
(

− (y0(x) + py1(x))2
−

∫ x

0

(
d
dx

y0(τ)+ p
(

d
dx

y1(τ)
))/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
)

dτ  

−

(∫ x

0
(x − τ)(y0(τ)+ py1(τ))dτ

))

(2.30) 

The first term of the HPM method is as follows: 

s0 =
d
dx

y0(x) + x = 0 (2.31) 

By solving Eq. (2.31) and boundary conditiony0(x) = 0, we get the 
answery0(x): 

y0(x) = −
1
2
x2 

By changing the variable of Eq. (2.32) from x toτ, we will have 
placement in Eq. (2.25): 

s1 =
d
dx

y1(x) + y0(x)2
+

∫ x

0

d
dx

y0(τ)+
d
dx

y1(τ)
/

̅̅̅̅̅̅̅̅̅̅̅
x − τ

√ ̅̅̅
π

√
dτ +

∫ x

0
(x − τ)(y0(τ))dτ = 0 (2.32)  

⇒s1 =
d
dx

y1(x) +
5
24

x4 −
4
3

x3/2
̅̅̅
π

√ = 0 (2.33) 

By solving Eq. (2.33) and boundary conditiony1(x) = 0, we get the 
answery1(x): 

y1(x) =
8
15

x2
̅̅̅
x
π

√

−
1
24

x5 (2.34) 

Assuming we have p = 1 and select two terms from HPM and 
replacing in Eq. (2.28),y(x)is as follow(according to Fig. 9): 

y(x) = −
1
2
x2 +

8
15

x2
̅̅̅
x
π

√

−
1
24

x5 (2.35) 

Now we compare the figures obtained from these three methods: 

yVIM = −
1
2

x2 −
1

120
5x5 ̅̅̅

π
√

− 64x5/2
̅̅̅
π

√ (2.36)  

yAGM = − 0.04850595090x4 + 0.2323908673x3

− 0.3916025372x2 − 0.007464399133x
(2.37)  

yHPM = −
1
2
x2 +

8
15

x2
̅̅̅
x
π

√

−
1
24

x5 (2.38) 

Based on the comparison in Fig. 10, it can be observed that the results 
obtained from all three methods tend to converge towards each other, 
and no significant error coefficient is detected. Based on Fig. 10, which is 
embedded within an electronic system, it is evident that the voltage 
indicated by the symbol x increases as the intensity of the electric cur-
rent increases. The intensity of the current directly correlates with the 

Fig. 10. The comparison of the results of the VIM, AGM and the HPM.  
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voltage. 

Example 3. Consider the cooling equation ant the initial condition: 
[Refer to (5.3)] 

d
dt

u(t) −
d1/2t
dt1/2 − u(t) − εu(t)4

=
d
dt

u(t), ε = 0.01 (3.1)  

Such that to initial condition is as follows: 

u(0) = 1 (3.2) 

Just like in Example 1, we will solve this equation using two different 
methods, VIM and HPM. Finally, we will compare their solutions.  

• HPM method 

First by using fractional definition in (3.5), we simplify the Eq. (3.1), 
so we have: 

u′(t) −
∫ t

0

0.5641895835.u′(τ)
̅̅̅̅̅̅̅̅̅̅
t − τ

√ dτ − u(t) − εu(t)4
= u′(t) (3.3) 

Let’s consider Eqs. (3.3) and (3.2). In the homotopy perturbation 
method, we should select three terms based on Eq. (13). By doing so, we 
can obtain highly accurate solutions using the nonlinear method. 

∑2

i=0
piui(t)→u(t) = u0(t) + pu1(t) + p2u2(t) (3.4)  

∑2

i=0
piui(τ)→u(τ) = u0(τ) + pu1(τ) + p2u2(τ) (3.5) 

Presently with the modified HPM, we get to the general form 
underneath: 

MHPM = p
(

u′(t) −
(∫ t

0

0.5641895835.u′(τ)
̅̅̅̅̅̅̅̅̅̅
t − τ

√ dτ
)

− u(t) − εu(t)4
)

= u′(t)

MHPM = p
(
u′

0(t) + pu′
1(t) + p2u′

2(t)
)

−

(∫ t

0

0.5641895835.(u′
0(τ) + pu′

1(τ) + p2u′
2(τ)

)

̅̅̅̅̅̅̅̅̅̅
t − τ

√ dτ
)

− u0(t) + pu1(t) + p2u2(t) − 0.01
(
u0(t) + pu1(t) + p2u2(t)

)4

= u′
0(t) + pu′

1(t) + p2u′
2(t)

(3.6) 

For the first term of HPM we have: 

Eq0 = u0(0) = 1 ̅̅̅̅̅→
u0(0)=1

u0(t) = 1 (3.7) 

By changing the variable of Eq. (3.7) from t toτ, we will have 
placement in Eq. (3.3): 

u′
1(t) = u′

0(t) −
(∫ t

0

0.5641895835u′
0(τ)

̅̅̅̅̅̅̅̅̅̅
t − τ

√ dτ
)

− 1.u0(t) − 0.01u0(t)4

⇒u′
1(t) = − 1.01

(3.8) 

By solving Eq. (3.8) and boundary condition u0 (t)=1, we get the 
answeru0(t): 

u′
1(t) = − 1.01 ̅̅̅̅̅→

u1(0)=1
u1(t) = −

101
100

t (3.9) 

By changing the variable of Eq. (3.9(from t toτ, we will have place-
ment in Eq. (3.3): 

u′
2(t) = −

101
100

+1.139662959
̅̅
t

√
+1.050400000t (3.10) 

So we have: 

̅̅̅̅̅→
u2(0)=1

u2(t) =
379887653
500000000

t3/2 +
1313
2500

t2 −
101
100

t (3.11) 

Then according to Fig. 11: 

u(t) = 1 − 2.020000000t + 0.7597753060t3/2 + 0.525200000t2 (3.12) 

Convection cooling refers to the process of transferring heat from a 
hot object by utilizing the movement of the fluid that surrounds it. This 
fluid can be air, which is the most commonly used, or another suitable 
liquid. As the heat is transferred, the fluid expands and its density de-
creases, resulting in effective cooling. Based on the graphs in pictures 11 
and 12, it has been observed that as the time parameter increases in the 
cooling system, the fluid velocity decreases and the slope of the velocity 
gradient decreases.  

• VIM method 

Eq. (3.1), which we converted to Eq. (3.2) by applying its fractional, 
can now be expressed as follows according to Eq. (3.3): 
∫ t

0

0.5641895835.u0(τ)
̅̅̅̅̅̅̅̅̅̅
t − τ

√ dτ ̅̅̅̅̅→u0(0)=1
u0(τ) = 1 (3.13) 

This equation is a first degree son = 1. To get theλvalue: 

L{u′} = − 1→sL{u} − u(0) = − 1

̅̅̅̅̅→
u(0)=1

sL{u} = − 1→L{u} =
− 1
s

⇒λ = limu
t→τ− t

= − 1

(3.14) 

For the first term of VIM by according to Eq. (4), we will have: 

u1(t) = u0(0)+
∫ t

0
λ
(

0.5641895835.u0(τ)
̅̅̅̅̅̅̅̅̅̅
t − τ

√ + u0(t) + εu0(t)4
)

dτ
(3.15) 

Then 

u1(t) = 1 − 1.010000000t (3.16) 

Like the first term, for second term we have (in accordance to 
Fig. 12): 

Fig. 11. The result of the HPM method according to t, for Eq. (3.12).  
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u2(t) = u1(0)+
∫ t

0
λ
(

0.5641895835.u1(τ)
̅̅̅̅̅̅̅̅̅̅
t − τ

√ + u1(t) + εu1(t)4
)

dτ
(3.17)  

⇒u2(t) = 1 − 2.020000000t + 0.7597753060t3/2

+0.5252000000t2 − 0.02040200000t3 + 0.01030301000t4 (3.18) 

Based on the comparison (Fig. 13), the outcomes from both methods 
converge, and the error coefficient is not observed. Additionally, this 
comparison chart demonstrates that as the (t) value increases, the ve-
locity gradient and slope of the velocity changes decrease. 

5. Conclusion 

This essay focuses on studying the nonlinear fractional integral 
equation. Various methods, including Akbari-Ganji’s Method (AGM), 
Homotopy Perturbation Method (HPM), and Vibrational Iteration 
Method (VIM), are utilized to obtain its solution. We introduce an 
innovative approach to obtain rough approximations for fractional dif-
ferential equations. These equations play a significant role in the field of 
fluid dynamics and find widespread application. In this article, we have 
used analytical methods to check the correctness of the answers. Maple 
mathematical software is used to solve all fractional equations. Ordinary 
equations and fractional differential equations have connections to en-
tropy, wavelets, and other related concepts. To demonstrate the method, 
a few examples are employed, chosen for their accuracy and simplicity 
of implementation. The solutions are explained using convergent series. 
The innovation of this article is the analysis of fractional and integral 
equations using traditional numerical techniques in the three branches 
of vibrations, heat transfer and electricity. In this approach, the answers 
generated are contrasted in addition to showing how each fractional 
equation is used in the aforementioned branches. 

• As the time parameter increases in the cooling system, the fluid ve-
locity decreases and the slope of the velocity gradient decreases.  

• It is evident that the voltage indicated by the symbol x increases as 
the intensity of the electric current increases. The intensity of the 
current directly correlates with the voltage.  

• The advantages of using HPM and VIM numerical and analytical 
computational solvers compared to other numerical methods are 
that, while reducing the computation time and obtaining a more 
accurate solution, they also have very low computational errors.  

• Among the suggestions of the authors to the readers of this article is 
to pay attention to how to solve fractional and integral equations and 
how the calculations were done with different numerical and 
analytical methods. In addition, the convergence of AGM, VIM and 
HPM methods in the 3 examples given throughout the article shows 
that the numerical error coefficient is low. 

• One potential development for future studies is the analysis of vi-
bration and cooling systems. This can involve considering Fredholm 
equations and integral fractional equations with different boundary 
conditions when compared to the ones mentioned in this article. 
Additionally, the highly precise and analytical DTM (Differential 
Transform Method) can also be utilized. 
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